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Technological Vulnerability

Brian Martin

ABSTRACT. Technological vulnerability refers to the chance that a technological
system may fail due to outside impacts. The usual approaches to studying techno-
logical risk are not so useful for studying vulnerabilities of major systems such
as energy, communication, or defense. Analyzing the relation of interest groups
to vulnerabilities can be illuminating. In some cases groups bave interests in
maintaining practices that cause vulnerabilities, while in other cases groups have
interests in maintaining vulnerabilities themselves. These latter cases are
especially difficult to deal with since they challenge prevailing belief systems.
Copyright © 1996 Elsevier Science Ltd

Introduction

Every new technology seems to bring with it some new vulnerability for its
users, a vulnerability to accident, disease, environmental degradation, or
social disruption. With the automobile came traffic accidents. With electric
appliances came exposure to electromagnetic fields. With the burning of
fossil fuels came the greenhouse effect. With nuclear weapons came the
possibility of megadeath.

The usual approach to these issues is through the concept of risk, which
deals with the chance that specified adverse effects may occur due to oper-
ation or breakdown of the technology.! Risk is a useful concept especially
when events are well specified and can be quantified, as in the cases of the
collapse of a bridge or loss of power in an electricity grid. But for other
purposes, the concept of vulnerability can be more illuminating.

To take an example, industrialized societies are becoming ever more
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dependent on computers and hence highly vulnerable to disruption of com-
puter-based services. Intentional sabotaging of vital computer programs in
telephone systems, banks or factories could bring much commerce to a halt.
More dramatically, a nuclear explosion high in the atmosphere would pro-
duce a continent-wide pulse of electromagnetic energy that could disrupt
all sorts of microcircuits temporarily or even permanently.? New infectious
diseases could arise and spread rapidly due to urbanization, poverty, new
patterns of sexual activity and other changes creating an ecology favorable
to certain microbes.> These sorts of contingencies, in which the possible
consequences are enormous but the chance of an occurrence is difficult to
determine because the cause is due primarily to social processes outside the
system under threat, are usefully approached using the idea of vulnerability.

In the next section, I give a more precise definition of technological vul-
nerability. Then I turn to frameworks for classifying technological vulner-
abilities, presenting a framework that distinguishes between vulnerable sys-
tems according to whether there are groups with an interest in perpetuating
the vulnerabilities themselves. The focus is on large-scale vulnerabilities to
which there has been relatively little attention.*

The Nature of Technological Vulnerability

To define technological vulnerability it is helpful to draw on systems theory
and distinguish between a technological system and its environment.” The
technological system might be, for example, a clothing factory or water
supply system. The system includes artefacts (e.g., cloth and sewing
machines; dams and pipes), relevant humans (factory workers; civil
engineers) and associated skills and routines.® The “environment” is every-
thing outside the technological system, and can include things like financial
markets and earthquakes.

To achieve its intended purposes, a technological system requires certain
inputs (raw materials, replacement workers, education, etc.) and produces
certain outputs (finished clothing; water for consumers). The system’s vul-
nerability can be defined as the chance that a specified change in the
environment leads to disruption of the usual purposes of the system. For
example, the threat to the clothing factory might be competition from
imports, a strike by workers or a flood. The threat to the water supply system
might be sabotage or a drought.

A technological system can be said to be resilient in the face of a particular
threat if it is capable of maintaining its purposes when the threat is realized.”
For example, the clothing factory will be more resilient in the face of a
strike if there are other workers available with the skills required to keep
production going. The water supply system will be more resilient against
destruction of a dam if no single dam provides a large percentage of water
for the system.

To quantify vulnerability and resilience, it would be necessary to provide
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much more detailed specifications of various components in these defi-
nitions, including the distinction between the technological system and its
environment, the nature of the threat and what is meant by the system
“maintaining its purposes.” Such precision is not necessary for the purpose
here, which is to highlight significant features of technological vulnerability.

With the above definition, the distinction between technological risk and
vulnerability becomes clearer. Technological risk usually refers to the danger
to the public from technological systems, whether due to breakdowns or
normal operations.® Examples are aircraft crashes and emissions from micro-
wave ovens. Technological vulnerability, by contrast, refers to the chance
of failure of an entire technological system due to outside events. Neverthe-
less, there is a close connection between the concepts of risk and vulner-
ability. Among other things, a system collapse resulting from exploitation of
a vulnerability typically leads to the sorts of consequences analyzed in stud-
ies of risks.

Classification of Technological Vulnerabilities

There are quite a few ways to classify vulnerabilities, each of which is useful
for some purposes but limited for others. Here I give a brief overview of a
number of common frameworks before introducing yet another one. It is
commonplace to discuss risks and vulnerabilities according to the type of
technology involved. For example, chemical plants are vulnerable to mal-
function as in the cases of Seveso and Bhopal. Nuclear power plants are
subject to core meltdowns, terrorist attack and military attack, among other
things. In recent years there has been considerable attention to vulner-
abilities of computer systems.® Focussing on a type of technology has the
obvious advantage of grouping systems with certain similar features. The
complexities of large computer programs mean that certain types of failures
are common wherever such programs are used.'® On the other hand, focus-
ing on a type of technology artificially divides common areas, such as energy
systems including hydro, fossil fuel and nuclear components, where different
types of technology combine to serve a single purpose.

Another approach is to divide vulnerabilities according to scale, namely
the “size” of the disaster that might occur. When a software glitch in a
radiotherapy machine causes a lethal overdose of radiation to a patient, a
single person or at most a sequence of patients is affected. In an aircraft
crash, a large number of passengers and crew can die. Then there are global
processes such as reduction in stratospheric ozone due to emissions of chlor-
ofluorocarbons and other chemicals, leading to an increase in skin cancer
in many parts of the world, among other effects. In some cases, the scale
of a vulnerability is not clear-cut. Automobile accidents seldom kill more
than a few people at a time, yet in total such accidents leave many tens of
thousands of people dead each year, which can be attributed to the techno-
logical system of car-based travel. The scale of consequences is an obvious
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way to classify vulnerabilities but it is not so clear what insights this pro-
vides.

Another framework commonly used refers to the type of problem
involved in causing a technological breakdown, such as human error, mech-
anical failure, shortcoming in system design or excessive complexity.'' This
sort of analysis can be very useful in focussing on areas where changes can
be made to reduce the risks of a breakdown.

These different frameworks each have their advantages when dealing with
technological risk, but they are of limited value for elucidating technological
vulnerability. As noted above, vulnerability is defined in relation to a parti-
cular threat. In the classification schemes based on type of technology, scale
or type of problem, the threat varies from case to case. Indeed, classifying
vulnerabilities by type of problem is really, in a sense, classifying them
according to different threats. None of these classification schemes really
says much about the nature of system breakdown, especially when the sys-
tem is large scale such as the food system or health system.

Because vulnerabilities are defined in relation to particular threats, it might
seem that the only way forward is to look at particular cases. For example,
in looking at the vulnerability of the entire system of road transport against
breakdown, one might investigate threats due to a blockade of oil imports,
terrorist attacks on petroleum refineries, or global economic collapse. In
each of these examples, the basic problem is a shortage of reasonably priced
fuel for vehicles.

A general method of analyzing technological vulnerabilities is as follows.
First, write down every conceivable threat to the operation of the system
in question. For each threat, write down the possible consequences. Next,
write down possible responses to prevent or reduce the effect of each of
the consequences. An example would be to look at the vulnerability of a
country’s computer networks to attack. Threats would include widespread
sabotage, military takeover, and nuclear electromagnetic pulse. Conse-
quences would include disabling of software, central political control, and
physical destruction. Responses would include tighter security, unbreakable
encryption and shielding against EMP. A much more detailed analysis has
been made of the vulnerability of steel production to military threats.'?

Since an analysis of vulnerabilities requires looking at specific threats, mak-
ing generalizations would seem to be difficult. There are various ways
around this obstacle. The approach adopted here is to look at interest groups
and vulnerabilities to see whether there are interests in maintaining the vul-
nerabilities. This allows generalizations since the key question is whether
there is a feedback loop between the vulnerability and its cause.

Interests and Vulnerability

The concept of “interest” is used to indicate that an individual or group has
something to gain from a course of action, policy or practice.'* For example,
a scientist has an interest in being an author of a paper reporting a discovery;
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a pharmaceutical company has an interest in a patented drug; a government
has an interest in the perceived legitimacy of taxation. When interests are
institutionalized through law or custom, they are commonly referred to as
vested interests.

My concern here is with vulnerabilities that are perpetuated because of
strong interests not just in practices causing the vulnerabilities but in the
existence of vulnerabilities themselves. Some examples will help explain
this phenomenon.

Consider the impact of chlorofluorocarbons on stratospheric ozone, set-
ting aside other human processes that affect ozone.'* Companies that pro-
duce aerosol sprays, refrigerants and the like have an interest in continuing
production, sales and profits from these chemicals, but they certainly have
no interest in the vulnerability of stratospheric ozone to chemical depletion.
If this vulnerability did not exist, their corporate existence would be much
more secure. The vulnerability of ozone to chlorofluorocarbons then is a
case where there are no obvious interests in the vulnerability itself, though
clearly there are corporate interests in activities that cause a hazard,
“exploiting” the vulnerability.

Of course there might be some groups with an interest in the existence
of this vulnerability of stratospheric ozone. Perhaps some environmental
groups might be upset if the chlorofluorocarbon-ozone link were disproved,
though it seems more likely that they would simply move on to other issues.
Perhaps some manufacturers of sun-screens have an interest in worries about
ozone depletion, which they can use to promote their products, though
presumably other advertising angles could easily be found. The upshot is
that it may be possible to unearth some individuals or groups with an interest
in this particular vulnerability, but that the main relevant group—the chloro-
fluorocarbon industry—has no interest in it.

Most examples are like this: there are interests whose activities cause
hazards, but these interests do not benefit from the existence of the hazard.
In other words, there are no institutionalized interests in vulnerability itself.
Producers and users of fossil fuels have an interest in practices that contrib-
ute to the greenhouse effect, but they have no obvious interest in the vulner-
ability of the earth’s climate to human inputs of carbon dioxide and other
chemicals. Manufacturers of motor vehicles have an interest in continuing
use of these vehicles that happens to lead to tens of thousands of deaths
on the road each year, yet these manufacturers have no interest in the vul-
nerability of road transport to accidents. Indeed, they have made consider-
able investments in methods of reducing accidents and their consequences,
though not as many efforts as critics would like.!> The same sort of analysis
applies to innumerable risks and vulnerabilities more local in scale. Pro-
ducers of microwave ovens have an interest in maintaining sales of a tech-
nology that poses a certain risk to health, but have no interest in the vulner-
ability of the human body to exposure to microwave radiation.

There are, though, a few cases in which it can be argued that there are
strong interests in maintaining certain types of vulnerabilities. These cases
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are inherently contentious, since few groups ever admit—to themselves or
anyone else—that they foster vulnerabilities, especially when their rationale
is to overcome these very vulnerabilities. Let me start then with an
example—terrorism—that conforms to common viewpoints before turning
to more significant ones that challenge conventional wisdom.

Terrorism can be defined as the use of threats or attacks on a population
to cause fear and obtain compliance with demands. Non-state terrorists'®
often exploit technological vulnerabilities, such as the vulnerability of an
aircraft, passengers and crew to a bomb or a few armed individuals. These
terrorists have an interest in maintaining this vulnerability. But they have
little say in the perpetuation of the vulnerability, since they do not control
aircraft manufacture, choice of transport mode, etc. Thus while terrorists
have an interest in technological vulnerability, they have little control over
the existence of the vulnerability itself.

For a more comprehensive and challenging example, consider the system
of liquid-fuel-based road transport, including cars, trucks, roads, oil compa-
nies, automobile manufacturers, and government transport departments,
among others. This technological system is highly vulnerable to a shortage
or cut-off of oil, which might be caused by sabotage of petroleum refineries,
strikes by oil company workers, a blockade of oil imports or war in oil-
producing regions.'”

There are various ways to reduce this vulnerability or, in other words, to
increase the resilience of the transport system in the face of a cut-off of oil
supplies. Possibilities include stockpiling fuel, developing diversified sources
of supply, preparing rationing systems, and promoting fuel efficiency. These
provide some cushion against emergencies but do not remove the underly-
ing vulnerability.

Another approach is to move towards a transport system that relies far less
on liquid fuel. This could include dramatically improved public transport,
telecommuting, and redesign of cities so that most trips can conveniently
be made by walking or cycling. Such an alternative has often been advocated
and a number of cities have made moves in this direction,!® but the vulner-
ability remains a significant one. Why?

The interests behind a transport system based on oil are enormous: oil
companies, car manufacturers, road-building industries and government
roads departments, among many others. This is one of the most powerful
industrial-bureaucratic complexes in the world.!? Parts of this complex have
an interest in selling oil products, selling cars, building roads, and so forth.
Can it also be said that they have an interest in the vulnerability of a transport
system to shortages of liquid fuel?

The case for this is especially strong in the United States, which has mass-
ive oil reserves of its own. Nevertheless, U.S. production is not enough to
serve the country’s huge consumption of cheap oil and there is massive
importation of oil, especially from Gulf states. Even very moderate conser-
vation measures, such as switching to smaller and more efficient vehicles
like those commonly in use in Europe and Japan, would eliminate the need
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for oil imports to the United States, eliminating its dependence and hence
one vulnerability. But this path has not been adopted. Instead, national pol-
icy has centered on maintaining access to cheap overseas oil. This has meant
putting pressure on foreign governments, occasionally conspiring to over-
throw them and going to war.?® A very risky and interventionist foreign
policy has been adopted which would be quite unnecessary if some simple
conservation measures were adopted.?’

There are various ways to understand this promotion of energy vulner-
ability. One is to argue that U.S.-based oil companies seek to maximise their
share of the world market by controlling foreign oil fields, and have directly
or indirectly shaped the U.S. policy-making agenda to serve their interests
in this respect.?? It is also possible to delve more deeply and to argue that
both corporations and states prefer energy options that make consumers
dependent on their services. Reserves of liquid fuels are very unevenly dis-
tributed over the globe and this means that small groups can easily take
control over them; they have an interest in making others dependent on
these fuels. By contrast, solar energy is relatively evenly distributed and
much harder to monopolize, hence the much lower interest by corpora-
tions.?> A similar set of arguments applies to governments. Raising revenue
is much more straightforward when the population is dependent for survival
on commodities that are controlled by government or large corporations.*
The liquid-fuel-based transport system is ideal for collecting taxes on fuel,
vehicles, etc. The prospects for taxation on travel when town planning
allows people to walk to work are much less.

A little reflection reveals that these arguments apply to centralized energy
sources of all kinds. For example, in the production of electricity, large
hydroelectric plants, nuclear power, and large fossil-fuel plants are all vulner-
able to terrorism, sabotage and military attack in a way that microhydro,
passive solar design and local solar and wind electricity systems are not.
Arguably, there is more involved here than simply efficiency considerations.
In early 1950s, the U.S. Paley Commission recommended increased use of
solar energy, but instead major investments were poured into nuclear
power.?® This sort of choice can be analyzed at several levels. For organiza-
tions administering technological systems for large populations—energy or
water boards, for example—it is “easier” to deploy experts, raise funds and
mobilize political support for large-scale projects than to foster a process of
small-scale change. A new dam is built rather than fix leaky faucets through-
out the city; a new power plant is built rather than install energy-efficient
heaters and air conditioners.?® To say that building new centralized capacity
is an “easier” option hides a key factor: this approach makes necessary the
central administering organization itself. Associated with this, it requires the
attention of experts, including financial managers, engineers, and police (the
latter to protect against attacks on vulnerable systems). More generally, cen-
tralized energy production is congruent with the centralized administrative
apparatuses associated with the state.?”

I have devoted considerable attention to features of centralized energy




518 B. Martin

systems, presenting the argument that certain groups have an interest in
vulnerabilities of these systems, namely those vulnerabilities that are linked
to the population’s dependence on centralized provision of energy. Much
more could be said about this issue without necessarily resolving it. My point
is that there is a case that some powerful groups may have an interest in
maintaining technological vulnerabilities. The following examples are out-
lined even more briefly.

Among the salient vulnerabilities of every society today is vulnerability to
military attack. This includes attacks by a country’s own military on indigen-
ous populations, civil war, invasion, and the consequences of global nuclear
war. Many of these threats are created or perpetuated at least in part by
the very institutions designed to oppose them. The most familiar is nuclear
deterrence: nuclear weapons pose a threat to other countries, justifying
acquisition of nuclear forces by other governments, thereby justifying the
need for nuclear weapons in the first place. But the phenomenon of military
races applies much more widely, of course.

Looking more deeply, the very possession of armed forces has been
described as a “protection racket.””® The military must be funded, typically
requiring a sizable slice of the government budget. Those who refuse to pay
their taxes are compelled to by the police power of the state, ultimately
backed up by the military. In many countries, militaries are irrelevant or
inadequate for defense against outside attack. Their main purpose is to prop
up the ruling regime, sometimes with murderous consequences.

This view of the military is of course completely at variance with the usual
idea of “defense.” Interest groups linked to the military naturally foster a
belief system—in which they themselves believe implicitly—that sees mili-
tary forces as essential to protect against both enemy troops and internal
subversives. It is well known that militaries are prone to exaggerate the
threat from potential enemies. From their point of view it is best to be
prepared for the worst contingencies; others perceive a selfserving element.
Whatever the motivation, militaries by their existence serve to create vulner-
abilities to military attack.

Military-induced vulnerabilities are increasingly technological. Vast invest-
ments are made in research, development and production of ever more
sophisticated weapons systems.”” Many of these weapons, especially the
potentially offensive ones such as bombers and missiles, create greater vul-
nerability, since the ability to attack is seen as a deterrent.>® The nuclear
arms race is the ultimate in self-justifying technological vulnerability.

Alternatives to militaries have received little attention, certainly far less
than alternatives to centralized energy supplies. One possibility is nonviolent
defense based on civilian action using techniques such as strikes, boycotts,
sit-ins and noncooperation.?’ The case for such an alternative cannot be
canvassed here; suffice it to say that on the basis of many studies and actual
uses of nonviolent action it seems worthy of attention but has received very
little, least of all in terms of developing technology for nonviolent struggle.
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One plausible reason for this is the strong interests behind maintaining mili-
tary systems and their associated vulnerabilities.

Another example where there seem to be significant interests in main-
taining vulnerabilities involves the complex issue of cash crops in the Third
World. When farmers grow food that they can eat themselves or sell locally,
this provides communities some degree of resilience against the vagaries of
international markets. To increase export income, many Third World govern-
ments have promoted production of crops for export, such as coffee, tea
or bananas. This can increase incomes, at least of some farmers, but at the
expense of increased vulnerabilities. A political factor becomes prominent
here. Many Third World countries are run by repressive rulers, either military
dictatorships or figurehead democracies. These regimes are maintained by
force, not least against any challenge to prevailing economic inequalities. It
is easier to maintain repressive rule when the population is not self-reliant.*?
Producing cash crops makes it harder for popular opposition movements to
build support. This process is fostered by the so-called structural adjustment
programs commonly imposed by the World Bank and International Monetary
Fund as a condition for providing finance. Technology enters this complex
process through the dependence of cash crops on pesticides, artificial fertili-
zers and genetically engineered seeds.

The Third World agriculture package fosters vulnerability of farmers to
both repression and interruption of technological inputs through the inter-
linked interests of international financial systems and repressive rulers. With-
out exports of cash crops, rulers cannot pay for imports of goods from
the first world, including military and police technology used to maintain
their rule.

Illegal drugs provide another case where it can be argued that there are
interests in maintaining vulnerabilities. The issue of whether specific drugs
should be legal or illegal—with various shades of grey in terms of types and
degrees of regulation—is highly contentious on its own, not to mention the
argument here that certain groups have interests in maintaining vulnerability
to drug-related hazards. Nevertheless, let me present the argument. A num-
ber of researchers have argued that society would be better off if certain
drugs, now illegal, were decriminalized or legalized.>> The paradigm case is
marijuana.>* A complex of interests maintains the current legal regime,
including politicians who campaign on drug scares and some enforcement
agencies. More diffuse is the interest of a broad cross-section of the popu-
lation in the stigmatizing of users of currently illegal drugs. Because of highly
selective enforcement of drug laws, it is primarily the poor, unemployed
and minority groups that are arrested and jailed for drug use or sales. The
enormous and continually growing prison population in the United States
is partly attributable to a prison-industrial complex that owes much to
drug policies.>®

Many of the health hazards of illegal drugs are due to their illegality. Legal
drugs are obtainable in reliable and unadulterated doses; quality control of
illegal drugs is difficult. Many middle-class doctors maintain opioid habits
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for years with no physical or legal problems; street users are likely to suffer
overdoses and arrests. Crime associated with illegal drugs is aggravated by
enforcement policies: police seizures of drugs drive up prices, leading to
greater involvement by criminals willing to take greater risks.

To be sure, there is a counterargument to be made about the greater
hazards from legalization of currently illegal drugs. The point here is that it
can be argued that certain drugrelated vulnerabilities—the vulnerability of
individual drug users to impure drugs and to arrest and the vulnerability of
society to drug-related criminal activity—persist because it is in the interest
of certain groups to maintain these vulnerabilities.

As mentioned at the outset, it is difficult to provide convincing examples
of vulnerabilities that are perpetuated by vested interests, because of
entrenched belief systems that these very interests are necessary to protect
against the vulnerabilities. Centralized energy sources seem to be required
to provide the reliability in energy supplies that people have come to expect;
military forces seem to be required to protect against military attack; cash
cropping seems to be necessary to provide income for survival and pros-
perity; laws against drugs seem to be necessary to prevent even greater
hazards from uncontrolled drug use. At one level, these beliefs are correct.
The vulnerabilities associated with these systems have grown along with the
systems themselves and cannot be banished by any quick fix. It is tempting
to call these vulnerabilities “self-reproducing” in that sociotechnical systems
help create the demand for their own existence. Since this terminology
might suggest that this process is autonomous, perhaps a better description
is the clumsy “interest-reproducing vulnerabilities.”

Conclusion

There is far more attention given to technological risk, namely the conse-
quences of the failure of technological systems, especially hazards to the
public, than to technological vulnerability, which focuses more on how a
technological system may fail due to outside impacts. The most interesting,
important, and challenging vulnerabilities are ones associated with large-
scale systems such as energy, agriculture, and economics. How should such
vulnerabilities be studied? Typical approaches divide risks and vulnerabilities
according to the type of technology, the scale of the hazard or the modes
of failure. Each of these approaches has advantages, but none provides much
insight into the persistence of significant vulnerabilities of large-scale sys-
tems.

Analysis of interests provides a useful method of analysis. In a first cate-
gory of cases, no major group is linked to the vulnerability. In such cases,
a rational examination of the issues and responses faces fewest obstacles,
though action may be stymied by disputes over what, if any, preventive
measures should be taken and who will pay for them.

In a second category of cases, vulnerabilities are associated with the activi-
ties of powerful interests but the dangers do not serve these interests. In
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such cases, such as factory hazards and the greenhouse effect, agreement
on the value of reducing the vulnerability is relatively easy; disagreement
occurs over the trade-off between the costs and benefits of hazard reduction,
whether this is installation of safety equipment in factories or reducing use
of fossil fuels. The path for hazard reduction is clear: the debate is over how
far down it to travel.

In a third category of cases it can be argued that powerful groups have
an interest not just in maintaining practices that lead to a danger but in
maintaining vulnerability itself. For example, militaries justify their existence
by the need to protect against threats that are partly provoked by their
existence in the first place. This sort of analysis is inherently contentious
since no interest group is likely to welcome a conclusion that it is respon-
sible for maintaining a vulnerability that it is supposedly there to overcome
or limit.

Analyzing the role of interests in vulnerabilities carries with it the implicit
suggestion that overcoming these vulnerabilities requires a challenge to the
interests; rational persuasion is unlikely to be successful on its own. Even
when there is no interest in a vulnerability, the interests involved can be
incredibly powerful, as in the case of fossil fuel producers and users in the
case of the greenhouse effect. Yet there is an extra dimension to the task
facing those who wish to tackle vulnerabilities in which interests have a
stake, such as military vulnerabilities. This extra dimension is the deep-seated
beliefs in systems that create the need for their services.?® This extra dimen-
sion also makes the task in this paper of presenting a case that such vulner-
abilities exist a challenging one.
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