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Research data can be suppressed in various ways, including organizational
secrecy, defamation law and refusal to reply to queries. In a broader sense,
methods of suppression include pressures not to do research in the first place
and attacks on scientists who produce unwelcome data. The context of this
sort of suppression includes individual self-interest, vested interests, and par-
adigms. Suppressing research data can be either compatible with or contrary
to accountability, depending on the constituencies involved. Ways to chal-
lenge suppression of research data include individual requests, exposés,
refusal to suppress, publicity, creating new data, and social movements.
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1. INTRODUCTION

One of the commonly expounded principles for the practice of
science is openness. In writings on science, the dynamism of fact-
gathering, theory-testing, and discovery is often said to depend on
results being freely shared within the scientific community. This is
necessary so that researchers can build on others’ results; other-
wise, the efforts of earlier workers are wasted as each generation of
researchers must start from scratch. As Meadows (1974: 36) puts it:
‘scientific research is potentially open to a much more wasteful
duplication of effort than other types of research. This constitutes
one reason why a knowledge of new research should be diffused as
quickly and widely as possible amongst the scientific community.’
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Access to other scientists’ work is also essential so that it can be
scrutinized, tested, and, if unsatisfactory, modified or rejected.
Openness is said to be at the foundation of science as a universalis-
tic enterprise that can generate shared understandings not tainted
by parochial distortions.

One of Robert Merton’s classic norms of science was ‘commu-
nism’ (also called ‘communalism’ or ‘communality’), the others being
universalism, disinterestedness, and organized skepticism (Merton,
1949; see also Barber, 1952; Storer, 1966). By communism, Merton
referred to common ownership of the findings of science, which are
communally produced. Merton provided no evidence that scientists
actually adhere to the norm of communism in their work, and it
might be said that his norms were prescription masquerading as
description. There have been many critiques of the functionalist
approach to science based on norms (e.g. Mulkay, 1976). Mitroff
(1974a, 1974b), on the basis of an empirical study of scientists’
behavior, proposed that science could just as well be described by
counternorms—such as particularism, secrecy (‘solitariness’), and
organized dogmatism—as by the standard norms. In spite of the
theoretical and empirical weakness of describing science in terms of
norms, the norms themselves—of which the norm of communism
is relevant here—retain rhetorical support among many scientists,
as does what Mitroff (1974a) calls the ‘storybook image of science’
of which norms are a central part.

Looking outside the scientific community, openness in science is
valued by various groups that are concerned about the impact
of science on society, such as environmentalists who seek data
about ecological impacts of development proposals. The norm of
communism refers to sharing of knowledge within the scientific
community; the term openness is used here to extend the norm
of communism to nonscientists.

The discussions about norms have focused on science, but the
same issues are relevant to other fields of research, including engi-
neering, social sciences, and humanities. In this paper, the discus-
sion is about research in general, though many of the examples are
from science.

Suppression of data is a frontal challenge to openness in research.
The word ‘suppression’ here implies an active process to prevent
data from being created, made available, or given suitable recogni-
tion. It is thus different from neglect, incompetence, or other inad-
vertent ways by which research data may become unavailable.
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In spite of rhetoric of openness in research, the practice is often
quite different. There are numerous examples of suppression, inctud-
ing pressures not to undertake research in the first place, institu-
tional controls on dissemination of data, and attacks on researchers
who produce unwelcome results. A few types of suppression are
severely stigmatized, such as research fraud that has the effect of
distorting or submerging accurate data. Other types of suppression
do not evoke universal condemnation, but may generate concern
on a case-by-case basis, such as the use of defamation law to pre-
vent publication. Finally, there are some types of suppression that
are commonplace and widely accepted, such as secrecy of research
undertaken under the aegis of national security.

This article gives an overview of the topic. In section 2, various
methods of suppressing research data are described, under the
categories of preventing creation of data, controlling data, blocking
dissemination of data, and distorting data. Section 3 deals with
the context of suppression: several perspectives on research are
outlined and examined for their value in understanding data sup-
pression. Section 4 looks at suppression using the lens of account-
ability, pointing out that the rhetoric of accountability can be used
to either justify or condemn suppression. Section 5 covers a range
of responses to suppression, in all cases seeking to make data more
freely available. The final section introduces some definitions and
discusses data suppression in the light of a signal transmission
theory of research communication.

Other contributions to this special issue of Accountability in
Research explore particular types and areas of suppression in much
greater depth (Colquhoun and Wilson, 1999; Hess, 1999; Macdonald
and Hellgren, 1999; Samuels, 1999; Thompson, 1999). They are cited
in appropriate contexts.

The word ‘data’” normally refers to unprocessed observations,
whereas ‘information’ is data that has been processed, classified
into categories, or organized in some way. However, the expression
‘research data,” used here, seldom refers to data in the strict sense
(which might be called ‘raw data’), since most observations from
research are processed in some fashion before being made available
to others; a more appropriate expression might be ‘research infor-
mation,” but this is not a common usage. Both data and information
may be contrasted with ’knowledge,” which is facts and principles
believed to be true. Thus, in talking of suppression of research data,
there is no assumption that the data is correct.
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2. METHODS OF SUPPRESSING RESEARCH DATA

It is convenient to classify methods of suppression in terms of a
number of processes to which research data may be subject. These
are called here creation, control, dissemination, and distortion,
and dealt with in 2.1 to 2.4. In each case, there are several types of
suppression. Attacks on researchers, which can have the effect
of suppressing research data, are covered in 2.5, followed by a
summary.

2.1 Preventing Creation of Data

Normally, the idea of suppressing data implies that the data exists.
But a simple extrapolation of the concept leads to the idea that sup-
pression may be responsible for research not being done in the first
place. In other words, if research could be done on a particular
topic, but isn’t, it is worth exploring the reasons. If there are active
measures taken against doing the research, it may be plausible to
speak of suppressing (potential) research data. In the case of cancer
research, interest groups, such as tobacco, asbestos, and pharma-
ceutical companies, have a stake in areas of ignorance, either in not
investigating certain areas where the results might be unwelcome
or in using ignorance (i.e., the need for more research) as a justifica-
tion for not taking action against their interests (Proctor, 1995; see
also Hess, 1999).

Going one step deeper into noncreation of data is the possibility
that research is not done because no one has any interest in doing it,
in turn because incentives are for research elsewhere. For example,
there is vast military funding for weapons, but none for technology
that specifically supports nonviolent defense, which relies on meth-
ods such as strikes, boycotts, and noncooperation and which can be
supported by systems of communication, transportation, energy,
and so forth that are difficult to control by an aggressor (Martin,
1992a). Not only does the military have no interest in this alterna-
tive, but few proponents of nonviolent defense have paid any atten-
tion to how this alternative can be supported by appropriate
technology. In this case, there is no active suppression to withdraw
or just not supply funding. Rather, the domination of one way of
thinking on defense has been so pervasive that alternatives are not
envisaged. It might be said that the sway or hegemony of the
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military model is so great that there is little or no thought about
undertaking research to support a different model.

2.2 Controlling Data

Once created, data is a potential threat to individuals and groups
that may not welcome the uses to which it could be put. Under
‘control of data’ are several means by which data is kept under
wraps, without an opportunity for outsiders to obtain it or perhaps
even to know it exists.

A primary means of controlling data is secrecy. Organizations that
undertake in-house research may keep secret the results and some-
times even the fact that research has been done. This mostly hap-
pens in large organizations that have the capacity to undertake
research, notably government and corporate bodies. By its nature,
secret research is difficult to study. Many examples only become
known later when revelations are made as a result of voluntary
admissions, leaks, freedom of information requests, and exposés.
Examples include some of the research carried out by tobacco com-
panies into the hazards of smoking (Glantz et al., 1996; Kluger, 1996)
and studies of the toxic effects of chemicals, such as pesticides,
carried out by their manufacturers (Epstein, 1989; Hileman, 1998).

Sometimes organizational secrecy is backed by legislative or legal
means. Military research carried out by governments or corpora-
tions is often secret, with penalties for those who reveal information
about it. This is standard in most countries with a military research
budget. Those who reveal military secrets to the ‘enemy’ are
branded traitors and may receive severe prison sentences. A well
known example is the secrecy surrounding nuclear weapons devel-
opment and, in the case of U.S. nuclear secrets, the conviction of a
few individuals who allegedly gave secret information to the Soviet
Union (Stern, 1969). Military secrecy is normally justified on the
grounds of national security, raising the question of what degree of
secrecy strikes the appropriate ‘balance’ between preventing the
enemy from gaining an advantage on the one hand and fostering
scientific advance and maintaining civil liberties on the other
(Gellhorn, 1950; Lasswell, 1950; Relyea, 1994).

The information that is ‘classified’ as secret can change over
time. In 1962, the U.S. Atomic Energy Commission published a
book with massive amounts of information about nuclear weapons
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(Glasstone, 1962)—much of which would have been classified in
earlier years—and updated it as time went on. At any given time,
the more recently developed information is guarded most carefully.
Publication of technical information, such as about the effects of
nuclear weapons, often is easier than publication of information
that throws a bad light on an organization or its members, as illus-
trated in Soviet cover-ups of nuclear disasters (Medvedev, 1979;
Medvedev, 1991) and U.S. military secrecy about the effect of U.S.
nuclear weapons testing on health (e.g., Ensign and Alcahy, 1994).

In most countries, secrecy is so tight that little is known publicly
about any aspect of secret research. In the US, more is known about
the existence of secret research, even if the research methods and
findings themselves are secret. Even in the US, though, there is a
‘black budget” for the Defense Department of many billions of dol-
lars for carrying out research and other functions which are secret
even from legislators (Weiner, 1990). The existence of entire enter-
prises may be kept secret. For many years, the U.S. National
Security Agency (NSA) was virtually unknown, though its budget
is many times greater than the more notorious Central Intelligence
Agency (Bamford, 1983). Yet there are other agencies even more
secret than the NSA.

One area that is kept especially secret is the methods of operation
of agencies that protect governments from external and internal
threats. Again, more is known about this in the US than most other
countries (Halperin ef al., 1976). The Federal Bureau of Investigation
is subject to freedom of information requests; a common reason for
denying access is that information would reveal the methods used
by the agency for spying. In general, it can be said that special
attempts are made to keep secret the methods of maintaining secrecy
(see Cowan et al., 1974).

Corporations that are developing a new product or process main-
tain secrecy in order to stop other corporations from gaining the
benefit of their breakthrough or just the hard work of collecting
data. Corporations can legally protect their secrets through a form
of intellectual property called trade secrets. However, registering
information as a trade secret is often secondary to the primary
means of maintaining control, which is organizational secrecy itself.

As well as governments and corporations, some other organiza-
tions may undertake research that is kept secret, including churches,
trade unions, political parties, and environmental groups. For
example, an opinion poll commissioned by a political party may be
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kept secret, especially if it reveals information that might be used
against the party or its leaders.

A rather different type of control over research data is when orga-
nizations or individuals prevent others from undertaking research
about themselves. Corporations and governments are major forces
in society, so it is to be expected that social researchers would want
to learn about them by studying documents and interviewing work-
ers. Many organizations do what they can to prevent such research
or put it on a tight leash (Macdonald and Hellgren, 1999). When
sociologist Robert Jackall sought to undertake ethnographic studies
of corporate culture, his biggest challenge was to find corporations
that would give him access. He was not undertaking an exposé and
did not plan to reveal the name of any company that he studied.
Even so, he spent many months and enormous effort revising and
refining his pitch to corporate executives, and was rejected dozens
of times, before he was able to gain access to a company (Jackall,
1988, pp. 13-16). In this and other such cases, the organization is
controlling information about itself, not the information that it
holds such as trade secrets.

Individuals may also seek to control information about them-
selves. Some individuals have personal archives, which they may
keep secret or give access only to official biographers. In addition,
individuals may refuse to give interviews to nonauthorized investi-
gators or to keep certain topics off limits.

A drastic method of preventing others from obtaining research
data is to destroy it. The amount of such destruction is unknown,
for it is seldom openly admitted. A reasonable presumption is that
targets for destruction include:

e research findings that, if publicly known, would be extremely
damaging to the organization;

o potentially damaging information about the organization itself,
such as about corruption or hazardous practices.

2.3 Blocking Dissemination of Data

Controlling data, as discussed in the previous section, refers to
stopping data from getting out. In contrast, to speak of blocking
dissemination of data assumes that data is available to some degree
or in one form or another but that efforts are made to prevent full
or wider disclosure or distribution.
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One approach is to not tell anyone that research has been done or
that it is available. For example, government reports may be released
without any publicity, so that only those ‘in the know’ are aware of
how to obtain them. A common technique is to not reply to requests
for information. Academic researchers undertaking studies that are
not classified or proprietary would, on receiving a request from
another researcher, be expected to supply data associated with
published work, especially if it did not require enormous work to
do so. By simply not replying to such requests, or replying only to
some requests, access to data is restricted (see Thompson, 1999).

Intellectual property includes copyrights, patents, and plant
breeders’ rights, and some other types. In principle, intellectual
property means that information is freely available but that residual
rights are retained by the owner, such as to restrain copying for
profit. In practice, intellectual property law can be used to stop dis-
semination of data. For example, copyright law was used to block
publication of a book reproducing Australian government docu-
ments about foreign affairs that the government found embarrass-
ing (Munster, 1982). Companies, for example in the radio and
electricity sectors, have bought up patents in order to prevent tech-
nological innovations that might threaten their business (Dunford,
1987). Patenting of life forms is major point of debate in biotechnol-
ogy, with many scientists and corporations seeking to control the
uses of research as a means to make a profit.

Defamation law is another legal means that can be used to block
dissemination of data or discussion of theories. In the case of the
theory that AIDS resulted from contaminated polio vaccines used
in Africa in the late 1950s, an action for defamation by the devel-
oper of the vaccine in question, Hilary Koprowski, had the effect of
inhibiting discussion and further publication about the theory
(Curtis, 1995). Alexandra De Blas, a student at the University of
Tasmania, wrote an honors thesis about the environmental impact
of mining operations by a company. The company, Mt Lyell Mining
and Railway, threatened to sue for defamation if the thesis was
published (de Blas, 1994). Walter W. Stewart and Ned Feder, noted
as scientific ‘fraud-busters,” were threatened with numerous defama-
tion suits concerning their attempts to publish an article about sci-
entific fraud by John Darsee and about related issues such as
Darsee’s coauthors and honorary authorship in general (LaFollette,
1992: 8-13). A paper by Adil Shamoo surveying psychiatric research
on drugs and schizophrenia was accepted for publication in Journal
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of Clinical Ethics but then not published due to threats of a libel suit
from a researcher whose work was cited in the paper (Shamoo,
1997). In recent decades, defamation suits have been used widely in
the US to intimidate citizens from speaking out about property
developments, environmental hazards, corruption, and other
issues, in what have become known as Strategic Lawsuits Against
Public Participation or SLAPPs (Pring and Canan, 1996). Although
most SLAPPs are neither against researchers nor concern research
data, nevertheless the risk of a SLAPP may, on occasion, deter
researchers or editors from publishing findings.

Dissemination of data can be blocked by hostile editors or
referees. Many rejections can be justified on the grounds of quality
control, of course, but some rejections may be forms of censorship,
for example when profluoridationists reject articles they perceive as
threatening to fluoridation (see Diesendorf and Diesendorf, 1997)
or when Luis Garcia, recipient of awards for his pioneering work
on pseudoconditioning, was blocked from core psychology journals
for nearly two decades (Lubek and Apfelbaum, 1987; Revusky,
1977). More generally, there is considerable evidence that many
editors and referees are hostile to papers that challenge prevailing
beliefs (Armstrong, 1996, 1997; Campanario, 1995; Epstein, 1990;
Horrobin, 1990; Lang, 1998; Mahoney, 1976, 1979; Thompson, 1999).
The result in some cases can be that publication of innovative ideas,
and data that backs them, is delayed or blocked.

Another means of restricting dissemination of research data is to
charge a high price for it. Governments and corporations may charge
high prices for data on the grounds of cost-recovery or the need to
make a profit, though critics may allege that another motivation is
to make it difficult for groups and individuals with little money to
obtain the data. Whatever the motivation, high prices do restrict
data to those who can afford it. There are cases in which govern-
ment-generated data relevant to environmental or health impacts
or planning decisions has been available only at a high cost, making
it expensive for large campaigning groups such as Greenpeace and
unavailable in practice to local citizen groups (Tickell, 1998). In some
cases, charges for data obtained through freedom-of-information
requests are quite high, again reducing availability. In order to chal-
lenge costings, it may be necessary to go to court, again raising the
cost of obtaining data. The net result of cost barriers may be a reluc-
tance to continue pursuing the data, even though it is available in
principle.
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Some cases reveal attempts to move data from the public domain
to organizational control. Dr Thomas Mancuso, an epidemiologist
at the University of Pittsburgh, undertook long-term studies of the
health effects of low-level jonizing radiation, funded by the U.S.
Atomic Energy Commission (AEC) beginning in 1965. In 1974, the
AEC put pressure on Mancuso to repudiate claims by another
researcher that the cancer rate among workers at the AEC’s Hanford
facility had increased. Mancuso refused. The AEC then arranged a
review of Mancuso’s study. Although 4 of 6 reviewers supported
Mancuso’s work, the AEC transferred it to a private research lab,
Batelle West, under the supervision of one of the critical reviewers,
a former AEC employee (Bross, 1981: 217-222). Mancuso’s opportu-
nity to continue the research and publish the results was curtailed,
with the prospect that the new home for the research project would
have less interest in publishing certain types of results.

Ethical considerations can serve to restrict dissemination of data.
For example, records on hospital patients, records of interviews,
referees’ reports, and any number of other types of data may be
restricted in distribution because of concerns about privacy or
promises of confidentiality. It can be argued that restricting distrib-
ution of data for ethical reasons is entirely proper, but it is also
possible that in some cases ethical grounds are used as an excuse
to refuse access to data for other reasons. Lewis (1975), given access
to referees’ reports for his research on professional evaluation in
higher education, produced a myth-shattering account of selection
procedures; this suggests that an incentive may exist to discourage
more research along such lines. Ethics committees also have an
impact on research at the point of creation, and it is possible that
some suppression of unwelcome research occurs at this point.

One solution in some such cases is to make the data available only
in a form which protects the identity of individuals or other informa-
tion that is considered private. This raises the wider issue of selective
availability of data: some data is available and some is not. Again, this
may be seen as entirely proper or it may be interpreted as censorship.

2.4 Distorting Data

Most of the examples so far are based on the presumption that
research data is either available or not available and that ‘sup-
pression’ occurs by preventing creation or dissemination of data.
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However, another possibility is that information is available in
distorted form.

In many government and corporate research organizations, a
researcher who writes a report is required to submit it for scrutiny
by superiors before it can be published. This might be justified on
the grounds of national security, commercial confidentiality, or
quality control. If superiors (possibly including referees) so demand,
the report may be edited before publication by removal of data,
alteration of data, deletion or rewriting of text, and any of a host of
other processes of textual transformation. It can extend to removing
or changing particular words and to omitting references to particu-
lar authors or publications. Authors are used to the sorts of changes
that can be requested or imposed by editors. To speak of censorship
or of suppressing research data in this context is to refer to such
gatekeeping and filtering when it cannot be justified by quality con-
trol and when it is imposed on authors.

Although conversations with government and corporate scien-
tists suggest that this sort of censorship is standard practice
(Martin, 1997), there are relatively few documented cases. Many
scientists accept the conditions under which they work and so have
no incentive to expose the way their work is edited for publication.
Others are not willing to challenge censorship, since it might jeop-
ardize their jobs or working conditions. Allegations were made that
papers on forestry were censored within the Western Australia
Department of Conservation and Land Management to remove
findings unwelcome to management (Schultz, 1993); the official
response was that this editing was just peer review (Armstrong,
1993). In the case of the fluoridation trial in Hastings, New Zealand,
Colquhoun and Wilson (1999) reveal that important information
about experimental protocol was withheld at the time. Samuels
(1999) argues that the glutamate industry has both suppressed
information and disseminated misinformation.

Most researchers are alert to organizational cues about what is
permitted and expected. Rather than put themselves through a
tedious and perhaps unpleasant process of having to rewrite their
papers or even redo their experiments, they may anticipate the
sorts of objections and concerns of organizational gatekeepers and
write their papers so that no changes are needed. In such cases, it
might be said that there is no censorship or, alternatively, that
researchers are engaging in self-censorship. This is a difficult issue
to study, since by its nature there is little data on the process or
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impacts of self-censorship, and researchers themselves may not be
conscious of the process.

Another way by which data can be distorted is through various
forms of fraud, including reporting only favorable findings, alter-
ing data, and manufacturing data without observations (Bell, 1992;
Broad and Wade, 1982; Kohn, 1986). Although cases of major fraud
seem relatively rare, various forms of misrepresentation—such as
not reporting errors in experimental procedure, gentle ‘massaging’
of data to make it look more respectable, and including citations
in order to please likely referees—are so common as to be almost
standard practice (Martin, 1992b). Whether categorized as fraud or
treated as acceptable research practice, manipulations of data
before publication have the potential to give a distorted picture.

Plagiarism is considered a serious violation of scholarly ethics,
but its impact on research data is less clear. When someone takes
another’s research data and publishes it under their own name, the
data itself is available. The only bit of data that is distorted is the
authorship of the work (assuming that the research data was not
subject to distortion for other reasons). From the point of view of
availability of research data, it might seem that plagiarism is not of
concern. However, the alteration of authorship is of concern to sci-
entometricians, who are researchers who study patterns of research
through data on authorship and texts. Plagiarism also is of concern
when considering accountability for research data.

Another distortion in research data can occur when there are dif-
ferences in acceptance rates for different types of findings, although
the quality of the work in other regards, such as methodology, is
the same. An example, noted earlier, is when it is harder to publish
findings that challenge current theoretical expectations than to pub-
lish findings that conform to expectations. In such cases, although
the research data for any individual published paper may be avail-
able, at a meta-level there may be distortions due to an imbalance
of certain types of findings. As a consequence, a researcher doing a
meta-analysis of findings in the field may come up with different
result than would have been the case if all data (subject to quality
considerations alone) had been published.

Censorship, fraud, and publication biases are ways in which the
availability of research data can be distorted. A different process
is distortion of the perception of research data rather than distortion
of the data itself. In other words, data is openly available, but
efforts are made to shape people’s perception of it. Some methods
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include:

ignoring data;

discrediting data;

submerging or diluting data in large quantities of contrary data;
shifting attention away from particular data through diversion-
ary data;

¢ misrepresenting data through the method of presentation,
aggregation, or selection.

The field of ‘anomalistics’ illustrates some of these processes.
Anomalies are observations or data that do not conform to current
scientific theories or expectations, such as fossils that do not fit the
geological record (Fort, 1975). The field of parapsychology fits in
here since, for example, the laws of physics are not considered
to allow precognition, psychokinesis, or telepathy. One common
response to reports of anomalies is to ignore them, assuming that
they are incorrect or unimportant. Another response is to attack
them as the result of faulty observation, poor methodology, or
fraud. A third way by which perception of data on psychic phe-
nomena is distorted is through being lost in a mass of apparently
contrary data. Since most scientific research assumes that psychic
phenomena do not occur, the scientific literature is filled with
experimental results that systematically exclude any consideration
of psychic effects. (If, for example, scientists are capable of uncon-
sciously influencing experimental results through their own psy-
chic powers, then changes in experimental protocols would be in
order, but this is virtually never done. Few natural scientists even
use blind or double-blind methods (Sheldrake, 1998).) Finally,
attention to reports of anomalies can be diverted by reports expos-
ing fraud or some other inadequacy. Skeptics who focus on short-
comings in some work in ‘fringe’ areas—for example by exposing
amateur spoonbenders as fakers—divert attention from other data
that might be worthy of more serious attention.

There are many ways of presenting data, including in tables,
graphs, lists, and discussions. Not every bit of data can be pre-
sented, so some selections must be made. Often this is by aggregat-
ing data in certain ways. In these and other processes of representing
data, transformation of data occurs. In some cases, it may be
argued that this transformation is sufficiently great or so inappro-
priate as to be called distortion. For example, some analyses of the
health hazards associated with different energy sources have been
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criticized (Holdren, 1982; Russell and Ferguson, 1980) as seriously
misleading.

There is quite a difference between distortion of data, as in cen-
sorship or fraud, and distortion of the perception of data. It can be
argued that there is no such thing as undistorted perception of data
(Hesse, 1974), and indeed that the scholarly processes of testing
hypotheses, replicating results, peer review, and the like are intended
to influence perception of data, though with the aim of improving
understanding of the world. The point here is that in cataloging
potential methods of suppressing research data, it is worthwhile
looking at cases in which data is nominally available but is discred-
ited or submerged in a welter of contrary data. This is analogous to
the way that some news stories are ‘censored’ in the sense that,
although they are published in some outlets, they are not taken up
by the mainstream media to the extent that their social importance
might suggest (Herman and Chomsky, 1988; Phillips and Project
Censored, 1998). It might also be considered analogous to the rou-
tine process of making news, which distorts the stories that do
appear in accordance with the priority of ‘news values’ such as an
emphasis on conflict and personalities (Bennett, 1988; Tiffen, 1989).

It is worth mentioning an intriguing angle on the issue of dis-
torted data: much information collected by spy organizations is
filled with inaccuracies (Kimball, 1983; Mitgang, 1988; Thomas,
1981), arguably due to the bureaucratic systems of secrecy that sur-
round collection and verification of information. However, this

“information is accessible only within the spy agencies themselves,
except when occasionally revealed, usually many years later.
Secrecy in this case both limits public access to data—a problem
more widely recognized through the difficulty in accessing one’s
personal health records or credit ratings—and provides a seriously
distorted picture to those who do have access. Generalizing from
this example, it may be asked whether other forms of secrecy and
suppression create a distorted picture of the world for those who
have access to the information.

2.5 Attacking Researchers
Researchers who do research that is unwelcome to certain groups,

or who speak out about social issues, sometimes come under
attack. Some of the methods used to attack dissenting scholars
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include ostracism, petty harassment, withdrawal of research grants,
blocking of appointments or promotions, punitive transfers, rep-
rimands, demotions, spreading of rumors, dismissal, and black-
listing (Deyo et al., 1997; Glazer and Glazer, 1989; Hess, 1999;
Martin, 1996a, 1997; Martin et al., 1986). In many cases, attacks on
researchers have the consequence of suppressing research data.

For 20 years, Dr John Coulter was a medical researcher at the
Institute of Medical and Veterinary Science in Adelaide, South
Australia, where he established and ran a laboratory on testing
environmental mutagens, namely substances with the potential to
cause cancer. He was outspoken on issues of public health and the
environment. After some of his public statements about the hazards
of chemicals (not made in his work capacity), complaints from
chemical manufacturers were made to the head of the institute. In
1980, Coulter tested a chemical, ethylene dioxide, that was used for
sterilization at the Institute, and found it to be mutagenic. He
released his preliminary report to the workers using the chemical as
well as to the Institute director. Subsequently he was dismissed
from his position and the environmental mutagens laboratory was
shut down (Martin ef al., 1986: 123-163).

Dr Melvin Reuber was head of the Experimental Pathology
Laboratory at the Frederick Cancer Research Center, part of the
National Cancer Institute in the United States. He was the author of
numerous studies of the cancer-causing properties of pesticides,
studies which were used by opponents of pesticides. In 1981, the
director of the center, who previously had given Reuber the highest
commendations, issued a harsh reprimand questioning his research.
The substance of the reprimand was published in Pesticide & Toxic
Chemical News (1981), a newsletter of the petrochemical industry.
Reuber resigned under the stress (Martin 1996b; Schneider 1982).

In both these cases, scientists who were undertaking research that
was unwelcome in some quarters came under attack. This had sev-
eral consequences. One is that their research was terminated at an
individual Jevel; neither scientist returned to research. With the
shutting down of the environmental mutagens testing laboratory,
ongoing research in the area was also terminated. Thus the attacks
could be said to have the effect of suppressing research data in the
sense that research data that might otherwise have been expected to
have been produced by these scientists was not created. A second
consequence is that their energies were turned to court battles in
the following years rather than research. A third consequence is
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that their credibility as researchers was questioned, both by direct
statements—most notably the publication of the reprimand of
Reuber, which was used to discredit his work around the country
and beyond—and by loss of their positions as researchers at signifi-
cant scientific facilities. This served to discredit the data that they
had produced, at least in some people’s eyes. Finally, the public
spectacle of a scientist coming under attack can serve as a warning
to other scientists about the risks of undertaking certain types of
research or making certain types of public statements. Specifically,
attacks may serve to inhibit other scientists from producing or dis-
seminating certain types of research data. In summary, attacks on
scientists can have a multitude of impacts, some of which are inhi-
bition, discouragement, or direct blocking of the creation or dissem-
ination of research data.

2.6 Conclusion

Table I lists various methods raised so far that can cause suppression
of research data, noting for each one whether it principally operates
via creation, control, dissemination, or distortion of the data.

This table should be treated as an aid to thinking on the issues
rather than a definitive statement. In principle, nearly every

TaBLE I Some methods of suppressing research data

Creation  Control  Dissemination  Distortion

no interest in research topic X
no funding x
organizational secrecy

legislated secrecy

refusal to reply

destruction

defamation

intellectual property

cost of data

censorship X
fraud

publication biases

ethics codes x X
discrediting of data

diversionary data

attacks on researchers x X b

X X X X X
X %X X X

X x
X X R X X X X
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method could have impacts on all four areas of creation, control,
dissemination, and distortion. For example: the high cost of pur-
chasing some data might inhibit creation of further data; lack of
funding for some areas in a sense distorts the profile of research
data that is published.

The classification of impacts into the categories of creation, con-
trol, dissemination, and distortion is arbitrary. It is especially useful
in distinguishing between methods that fall mainly into one cate-
gory but not so useful in illuminating methods that fit into all the
categories, in particular ethics codes and attacks on researchers.

Section 6 will address some questions concerning the classifica-
tion of methods of suppressing research data and the assessment of
claims that suppression occurs. The next section, though, considers
how to explain suppression.

3. THE CONTEXT OF SUPPRESSING RESEARCH DATA

Why does suppression of research data occur? What are the motiva-
tions of suppressors? What social conditions or social structures
facilitate, accommodate, or inhibit suppression? Tackling these sorts
of questions quickly leads into general analysis of the dynamics of
research and society. The social context for suppression is, obvi-
ously, an enormous topic. Here, an outline is given of a number of
perspectives on research, commenting on the value of each for
pursuing an understanding of suppressing research data. This out-
line does not claim to be comprehensive, and is intended only to
introduce some directions for study.

3.1 Suppression as an Anomaly

Most writings on the nature and operation of research do not refer
to cases of suppression, whether using the word ‘suppression” or
not, and do not conceptualize the phenomenon (Martin, forthcom-
ing). The implicit assumption in this literature is that suppression
does not occur or, if it does, it is an anomalous occurrence that is
incidental to the central dynamics of research. Many cases can be
explained as proper behavior and following policy rather than
suppression. Policies such as organizational secrecy are either not
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conceptualized as suppression, not treated as problematical, or not
addressed at all.

3.2 Suppression as a Symptom of Individual Psychology

In this perspective, cases of suppression are attributed to individual
flaws, analogous to the way that many commentators treat cases of
scientific fraud as due to the failings of particular individuals.
Suppression in this case is treated at the level of individual psychol-
ogy, as when scholars’ refusal to supply data about their own
research is attributed to their own personal agendas or shortcom-
ings. There are several motivations that can be advanced to explain
suppression of research data, including:

e incompetence or fraud: scholars may wish to protect their own
failings from scrutiny;

o priority seeking: a scholar seeks credit for a discovery or inno-
vation and blocks access to research data that might allow oth-
ers to get in first;

e commitment: a scholar is so committed to a particular theory
or conclusion that data is withheld that might undermine it.

Since this approach operates at the level of psychology, only
some types of suppression are considered; systemic suppression
such as due to lack of funding or organizational secrecy is seldom
considered, except when particular cases deviate from the usual
pattern. In some types of cases, suppression can be endorsed, as in
a celebratory account of a scientist’s success in making a discovery
and patenting it to block others exploiting it.

An overly committed scholar might also fail to report conflicting
data due to the unconscious error of overlooking it. This is indeed
‘suppression’ at the level of psychology.

3.3 Interests Analysis

Many types of suppression can be linked to the presence of inter-
ests in the production of knowledge. In brief, interests in this con-
text are things that individuals or groups have to gain or lose by
availability of research data. There is a body of analysis of science
that looks at the role of interests in shaping research policy, research
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practices, and scientific knowledge (Barnes, 1977; Boffey, 1975;
Dickson, 1984; Noble, 1977; Primack and von Hippel, 1974).

The most important interest groups impacting on research are
government bodies, corporations, professions, and elite researchers.
For example, states have backed nuclear power and are linked to
suppression of antinuclear scientists; chemical companies have pro-
moted pesticides and are linked to suppression of scientists critical
of pesticides; the dental profession has backed fluoridation and is
linked to suppression of antifluoridation scientists. In each of these
cases, hierarchy in science provides a means by which state, corpo-
rate, and professional interest groups can influence day-to-day
research (Martin, forthcoming).

Interests analysis provides a straightforward way to understand
several methods of suppressing research data. States and corpora-
tions typically seek to fund research that has direct or potential ben-
efits to them. For example, pharmaceutical companies have an
interest in funding research into drugs that they can patent but not
research into freely available substances. Energy companies and
allied government agencies undermine development of renewable
energy by buying up solar energy patents and companies, cutting -
funding of renewable energy research, and maintaining policies
that advantage coal, oil, and nuclear power (Berman and O’Connor,
1996; Reece, 1979). Organizational secrecy is seen by managers as a
way of serving the interests of the organization. The expansion of
intellectual property rights is promoted by those states and corpo-
rations with the most to gain (Drahos, 1996). State elites invoke
national security to maintain secrecy in order to protect state inter-
ests against enemy states or internal critics. Individual researchers
may restrict access to data in order to gain an edge on rivals.

Interests analysis provides a way to unify understanding of a mix
of methods of suppression, as in the case of a corporation, govern-
ment agency, industry, or profession that is involved in any or all of
falsifying data, manipulating results, using funding to set research
agendas and capture university scientists, using the courts to stop
challengers, using silencing agreements to gag critics, using public
relations and front groups to confuse the public, and attacking unwel-
come results (Epstein, 1978; Fagin et al., 1996; Hess, 1999; Insight
Team, 1979; Moore, 1995; Nader and Smith, 1996; Samuels, 1999).

Interests analysis is open to the criticism that it relies on attribu-
tion, by the person undertaking the interests analysis, of interests to
particular groups. In spite of this and other limitations, interests
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analysis provides a useful framework for understanding many of
the methods of suppressing research data.

3.4 Belief Systems

The idea of paradigms, worldviews, or belief systems can be used
to explain some instances of suppressing research data. When a
community of researchers sees things through the lens of a com-
mon set of assumptions and undertakes its research using a stan-
dard set of practices, then data and claims that fall outside the
common assumptions and standard practices may be ignored, dis-
carded, or dismissed. This is the fate of ‘anomalies” within Kuhn's
(1970) classic picture of scientific fields in the grip of paradigms.

The idea of paradigms helps explain why some fields are not
funded or investigated: funders and researchers simply do not
believe they are worth studying. Anomalous data, if it cannot be
ignored, may be attacked and discredited because it is a threat to
the paradigm. Scientists who challenge a paradigm may encounter
hostility and suppression. Thompson’s (1999) experiences in deal-
ing with quantum entanglement seem to reflect the difficulties of
confronting an entrenched belief system; likewise, Colquhoun and
Wilson's (1999) study suggests the existence of a deep-seated belief
in fluoridation by some researchers (see also Colquhoun, 1990).

Whether or not the contentious concept of paradigm is invoked,
beliefs certainly play a role in many types of suppression. For
example, organizational secrecy is typically associated with a belief
that openness is harmful to the organization and perhaps society.
Support for intellectual property is linked to beliefs in rights over
the products of one’s labor and social benefits from granting
monopoly privilege. Interest groups typically believe fiercely in
their own cause, and often this is linked to a wider set of beliefs
about knowledge and appropriate behavior.

3.5 Structural Analysis

Society can be analyzed in terms of social structures such as capital-
ism, patriarchy, bureaucracy, and the family. Research can be
similarly analyzed, for example in terms of capitalist drives for
profit and social control (Rose and Rose, 1976a, 1976b). This has
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similarities to interests analysis, except that structural analysis
tends to look at broader and more pervasive systems of power
whereas interests analysis more commonly looks at particular
industries or groups. It is quite possible to mesh interests analysis
and structural analysis (e.g. Noble, 1977).

In understanding suppression of research data, structural analy-
sis is most useful in capturing broad patterns. For example, bureau-
cracy, namely the organization of work in a system based on
hierarchy, division of labor, and standard rules, has a tendency to
be built on secrecy, since control over information is one of the key
ways by which bureaucratic elites maintain power (Hummel, 1977;
Perrow, 1979). Therefore, it can be expected that in any organization
that operates as a bureaucracy—including government depart-
ments, large corporations, and some large university research labo-
ratories—there would be pressures to control research data. This
may help to explain resistance to freedom of information requests
and the imposition of high costs for providing data.

Many instances of suppressing research data, such as a scholar’s
refusal to supply data, are too specific to be easily grasped by struc-
tural analysis. What structural analysis can do is provide an under-
standing of the wider contours of power that provide incentives
and opportunities for either obtaining data or making it difficult
to get.

3.6 Conclusion

No single approach to analyzing research provides an ideal way
of explaining every method of suppressing research data. Hence
it makes sense to use different approaches, or a combination of
approaches, as appropriate. Structural analysis can help in under-
standing patterns of incentives for dealing with data. Belief systems
are created within these patterns and help to shape them. Interests
help to explain the dynamics of particular industries and organiza-
tions. Psychology can help to explain what happens at the level of
individuals, who also have interests and are shaped by belief sys-
tems and social structures. Individual actions often reflect broader
patterns of power but sometimes operate in the face of them. Finally,
the option of disregarding evidence of suppression, while not useful
for explaining suppression, nevertheless can be a useful reminder
that other explanations, not invoking suppression, deserve a hearing.
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4, ACCOUNTABILITY AND SUPPRESSION

The concept of accountability can be used in various ways, includ-
ing to justify secrecy and suppression, to justify harassment of
researchers, and to justify openness. Here, some of these uses of the
concept of accountability are outlined in relation to methods of
suppressing research data.

4.1 Accountability as a Justification for Suppression

For most of the time in day-to-day work, researchers are not called
to justify the systems in which they work, including systems
responsible for suppressing research data such as funding priori-
ties, organizational secrecy, or the cost of data. However, when
challenges are made to business as usual, the concept of account-
ability can be used to justify these practices. Three common meth-
ods for doing this involve invoking accountability to employers,
invoking accountability to the law, and restricting the idea of
accountability to quality of research.

Most researchers are employees, either of government bodies, cor-
porations, or universities. Employees are expected to be accountable
to employers, either formally as workers who are subject to the
managerial hierarchy or professionally in terms of an expectation of
loyalty and appropriate behavior. Researchers who are employees
therefore can justify their acquiescence in policies and practices that
suppress research data by referring to their accountability to employ-
ers. This includes, for example, when research is not done because
no funding is supplied, when organizational secrecy prevents
research from being published or supplied, and when managers
take active steps to discredit data or attack dissidents.

Legal accountability can also be invoked to justify suppres-
sion, as in the cases of official secrets acts and intellectual prop-
erty law.

Researchers can simply deny responsibility for the uses of their
research, saying that their job is to do good research, while applica-
tions are the responsibility of managers, politicians, and others.
This defense of acquiescence restricts accountability to quality
assessments by peers. It does not endorse suppression but does
nothing to counter it.
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4.2 Accountability as a Justification for Attack

The rhetoric of accountability can sometimes be used to harass or
undermine a researcher. This is most obvious when bosses demand
accountability from employees, which can include audits, surveil-
lance, and data monitoring systems, sometimes routinely applied
and sometimes targeted at employees who are considered a threat.
However, even when openness is the ostensible aim, accountability
can be used to justify harassment or attack, as in the case of exces-
sive or unending demands for data, or freedom of information
requests, that seriously hinder a researcher’s work. The process of
discovery in a defamation action might seem on the surface to be
compatible with a commitment to openness about data, but can be
part of a wider context of using defamation actions to discourage
research or publication on certain topics. Journalist Chris Nicholls,
who exposed political corruption in South Australia, was charged
with contempt of court for refusing to name his sources and went
to prison (Nicholls, 1994), a case where ostensible concern about
openness in sources served as a screen for attacking someone who
had revealed information threatening to powerful interests.
Because ‘accountability’ is widely seen to be a good thing, it is to be
expected that individuals and groups will seek to use the rhetoric of
accountability to justify their actions. Thus, it is important to take a
close look at who is accountable to whom and at the implications of
the system of accountability.

4.3 Accountability as a Justification for Openness

There are several ways to use the concept of accountability to jus-
tify openness and to counter justifications for suppression. The first
is grounded in Merton’s norm of communism: an accountability to
scholarly peers to make results available to the research commu-
nity, which is a collective enterprise that thrives when those who
draw from it, for inspiration and validation, return to it their find-
ings for others to build on. The implication is that researchers have
an obligation to publish their findings, to engage in dialog, and to
respond to reasonable requests for data. This level of accountability
to peers implies rejecting controls on data such as organizational
secrecy and intellectual property. Even the standard system of
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anonymous peer review, in which the identity of referees is secret,
reduces accountability to peers (Horrobin, 1974).

A second way to justify openness is to refer to accountability to
groups in the wider community (beyond the research community),
or to society as a whole. When results have implications for mem-
bers of the community, then it can be considered that researchers
have an obligation to make those results available. Obvious exam-
ples include research that reveals hazards to the environment
and research about the health benefits of particular substances.
Accountability to sectors of the community who favor increased
efforts for nonmilitary approaches to security might suggest that
information about military research be made available so that an
informed debate about it can occur (and even that campaigns can
be mounted against it) and so that areas where no research is occur-
ring can be made apparent.

Since different groups in the community have different values and
goals, it is seldom possible to definitively specify the ‘public inter-
est.” Instead, there are typically competing and overlapping interests
within the community, which lead to different conclusions about the
appropriate stance in relation to research data. For example, groups
supporting the current system of military defense could argue that
secrecy in military research organizations benefits society and over-
rides other values such as openness. Other would argue that military
secrecy, or at least a great deal of it, is harmful to society and that
greater accountability to outside scrutiny would actually strengthen
security generally and perhaps even military effectiveness.

It is possible to pursue the issue of diversity to greater lengths,
noting that values and interests are not pre-given but are con-
structed in specific situations and depend on a range of contingen-
cies, and that concepts such as ‘public interest’ or ‘openness’ are
constructions that reflect an attempt to foreclose debate over the
very areas that need examination. This postmodernist approach is
valuable in highlighting the differences and varied circumstances
that are obscured in conventional accounts. However, if the concept
of accountability is to mean anything more than a rhetorical ploy
used in particular ways in particular circumstances and instead to
have some general level of applicability, the postmodern interest in
particularity, difference, and contingency, rather than being the cen-
tral focus of attention, could instead be used for producing inputs
into a wider picture involving patterns of power and collective
goals.
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5. RESPONDING TO SUPPRESSION OF RESEARCH DATA

When suppression of research data is considered acceptable, there
is no need to take any action. However, when it is considered inap-
propriate, the issue arises of how to respond to it. Here, various
responses are outlined, most of which are based on the assumption
that openness is a good thing either in itself or to serve particular
individual or social goals.

5.1 Individual Efforts to Obtain Data

An immediate and straightforward way to deal with unavailability
of research data is to request it from the relevant researcher or
organization. There need not be any presumption that suppression
is involved, since the unavailability might be due to oversight,
shortage of resources, or just lack of a request. Individual efforts in
principle can lead to wider changes, since if more individuals
request data, then expectations may change about supplying it.
However, individual requests have little prospect of changing
patterns of suppression such as organizational secrecy.

Another approach, available in some circumstances, is to use
freedom of information (FOD legislation to request data. This can
sometimes succeed in obtaining data as in the case of New Zealand
government archives dealing with fluoridation trials (Colquhoun
and Wilson, 1999). In any case, use of FOI sends a signal about the
seriousness of the request, which cannot be so simply ignored as a
personal request. (FOI normally applies only to government bodies,
and its reach may be restricted when government agencies are
corporatized.)

5.2 Leaks and Exposés

If data is being suppressed due to organizational secrecy, censor-
ship, or high costs, this can be directly countered by making
it available. There are two basic approaches here: leaking and
exposing. The leaker is typically an insider with routine access to
data who, in violation of laws, regulations, or common practice,
makes it available to outsiders. For example, thousands of pages
of confidential internal memoranda from the tobacco companies
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Brown & Williamson and its parent BAT Industries were sent in
1994 to Stanton Glantz, medical researcher and smoking opponent,
by an anonymous source (Glantz et al., 1996).

Leaking is a standard process in the operations of governments;
material may be leaked to interested groups, such as social welfare
bodies or opposition political parties, and to the media. When leaks
threaten a powerful group such as senior managers or politicians,
there may be energetic efforts to find and punish the leaker. When
senior managers or politicians leak information to the media, this is
often considered just a part of routine management of public opin-
ion. In either case, information is made available to a wider audi-
ence that would otherwise be secret or expensive to obtain.
However, selective leaking—revealing just part of the picture—can
contribute to another type of suppression, namely distortion
through the circulation of diversionary data or of data intended to
discredit other data.

An exposé is similar to a leak except that it is usually done by an
outsider who, through searching archives, interviewing workers, or
other investigative techniques, reveals information that is otherwise
unavailable. Investigative journalists make their reputations
through exposés, which can be in fields as diverse as arms sales and
the funeral business. In many cases, exposés reveal information of
great interest to researchers. For example, Masson (1984), who had
access to the Sigmund Freud archives, revealed previously con-
cealed information about the development of Freud’s theories.
(After some of his findings were reported, a wave of protest led to
his dismissal from the archives.) Tom Curtis (1992) interviewed
polio pioneers and leading researchers in obtaining information
about a theory for the origin of AIDS. Nicky Hager (1996), a veteran
peace activist and researcher, revealed highly secret information
about electronic spying by major governments by extracting infor-
mation from the scarce public documents and contacting numerous
spy agency employees, winning enough confidence to obtain fur-
ther information. Howard Morland, using publicly available infor-
mation, revealed the ‘secret of the H-bomb’ in an article intended to
appear in The Progressive. The US government used a court order to
prevent publication, but after months of legal struggle and the
publication of similar information elsewhere, the government aban-
doned the case, after which the article was published (Morland,
1979, 1981). Many exposés by outsiders depend on leaks from
insiders (e.g. Toohey and Wilkinson, 1987). '
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5.3 Refusal to Suppress Data

When a researcher or manager is expected or required to suppress
data, this can be challenged by simply not doing it or refusing. For
example:

¢ a manager can permit researchers to give talks reporting their
findings;

e a researcher can decline to initiate defamation actions that
might inhibit open discussion;

e a policy maker can set low fees for purchasing data, or remove
charges altogether;

e aresearcher can keep copies of data that might be destroyed;

e corporate executives can set policies for sharing data in a
timely fashion;

e researchers can put findings in the public domain rather than
seeking patents or enforcing copyright restrictions;

e employees can argue against or refuse to participate in cam-
paigns to discredit data or to attack scientists.

Refusal to suppress data is important at an immediate level in free-
ing up particular information or preventing attacks on particular
researchers and at a more general level in providing an example to
others in tolerance, sharing, and openness. In some cases, norms of
openness prevail even in the face of the law, as in the widespread
violation of copyright law by professors who photocopy articles and
portions of books (Ellickson, 1991: 258-264). Because refusal to sup-
press data is seldom visible—it is often lack of action rather than
action—it appears not to have been studied. It can be argued that it is
one of the most important responses to suppression of research data.

5.4 Exposing Suppression

Much suppression takes place in secret. For example, when a
researcher is chastised, threatened, or formally reprimanded by
superiors for speaking out, neither the researcher nor the superiors
may seek publicity. The researcher may be embarrassed or not want
to cause more trouble, and the superiors may not wish to draw
attention to their action. Suppressing research data thus can be a
doubly secret process, in that both the data and the suppression
remain secret.
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Suppression is harder to carry out when it is visible, at least in
cases where the action can be interpreted by outsiders as improper
or harmful. It is much easier to avoid publicity when blocking the
appointment of a little known dissident than when dismissing a
prominent one from a secure post. Exposing suppression is a potent
challenge to suppression itself.

When McDonald’s decided to sue several members of the anar-
chist group London Greenpeace for defamation over their produc-
tion of a leaflet about McDonald’s, two of them, Helen Steel and
Dave Morris, decided to fight in court rather than acquiesce. This
eventually led to a massive defense campaign, including a McLibel
web site containing vast amounts of information about McDonald’s
as well as about the defamation case (Vidal, 1997). By both exposing
the suppression and making more information available, the McLibel
campaign caused enormous damage to the reputation of McDonald’s
and sent a message to other corporations that might have been
contemplating using defamation actions to suppress criticism.

5.5 Creating New Data

If data is not available, one response is to create new data, for
example to redo experiments, to undertake new surveys or to work
out an existing technological design by reverse engineering. To get
around the constraints of intellectual property, corporations spend
enormous amounts of money developing products that are suffi-
ciently new to avoid infringing patents and copyrights, as in the
case of pharmaceutical drugs and computer software. The Free
Software Foundation encourages the development of software that
is available without cost. Creating new data is typically laborious
and expensive; it can be considered one of the costs of suppression.

5.6 Social Movements

Beginning in the late 1960s, a number of groups have been set up to
draw attention to the misuses of science, such as the British Society
for Social Responsibility in Science, Scientists and Engineers for
Social and Political Action, and Scientists for Global Responsibility.
These groups have raised concerns about the uses, directions, and
beneficiaries of science, for example dealing with workplace haz-
ards, exploitation of Third World peoples, and generally the use of
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science and technology for profit and social control (Arditti et al.,
1980). Although suppressing research data has not been a central
focus of these groups, it has often been a relevant factor in their
campaigns. One of their central concerns has been priorities in sci-
ence funding and research, for example the contrast between the
vast funding for military research and development and the little
for renewable energy and other ‘appropriate technologies.” The
movement for social responsibility in science thus has been impor-
tant in putting on the agenda the issue of socially important areas
of research that are suppressed by being starved of funding.

Other social movements provide a challenge to suppression, typ-
ically on particular issues. The environmental movement, for exam-
ple, has challenged secrecy in government departments, had to deal
with defamation actions that deter public debate on environmental
issues, has exposed censorship, and been the subject of sophisti-
cated corporate campaigns to mislead the public about environ-
mental impacts (Beder, 1997; Stauber and Rampton, 1995). The
alternative health movement can provide resources to support
development and testing of cancer therapies that are suppressed by
mainstream medicine (Hess, 1999). There are also groups whose
activities are directly relevant to particular types of suppression,
such as free speech committees, civil liberties councils, whistle-
blower groups, and human rights organizations that challenge cen-
sorship and oppose attacks on dissidents. These sorts of groups
often are reservoirs of experience in challenging suppression. There
remains much to be learned from such groups by those opposing
suppression of research data.

6. DISCUSSION

There is evidence of the use of a range of methods that cause
research data to be suppressed, by preventing its creation, control-
ling it, blocking its dissemination, or distorting it. There is also evi-
dence of attempts to challenge this suppression in a variety of
ways. Hence, while Merton’s (1949) norm of communism may not
be a good empirical description of the operation of research, never-
theless the norm, and the related value of openness, can serve as
a means for understanding struggles over research. The concepts
of openness and suppression help to unify understanding of a
wide variety of policies and practices, including funding, secrecy,
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intellectual property, and attacks on researchers, as summarized
earlier in Table I.

In practical terms, an appeal to openness can be used as a means
for pursuing creation of or access to data, and reference to suppres-
sion can be used as a means of criticizing certain controls over data.
In this sense, the concepts of openness and suppression operate as
rhetorical tools in struggles over data, as well as helping under-
stand the dynamics of research.

To speak of ‘suppressing research data’ is not to say that it is
necessarily a good or bad thing. If, from a person’s point of view,
producing data or making it available has undesirable effects, then
that person may find suppressing the data to be an appropriate act.
For example, data on dissidents might be used by a repressive
regime for arrests or executions, or data on small hazards from a
beneficial chemical might be used by critics to prevent its availabil-
ity. Obviously, evaluating instances of suppressing research data
depends on the values of the evaluator.

Nevertheless, the word ‘suppression’ has a negative connotation,
as do ‘censorship” and ‘secrecy,” and those who engage in activities
that might be described by these words often prefer alternative lan-
guage such as ‘quality control” and ‘confidentiality.” Since to label
an act as suppression is to make an implied value judgement,
namely that the act should not occur or should be condemned, it
makes sense to provide an appropriate definition of ‘suppression’.
Here is one attempt.

o Direct suppression of research data: action in conflict with
norms of research practice to prevent the creation of, control,
block the dissemination of, or cause distortion in research data,
taken by a person or group with an interest in the outcome.

o Indirect suppression of research data: inhibition of the creation
or dissemination of research data by actions of a person or
group with an interest in the outcome or by social arrange-
ments that serve the person or group.

It is worth examining a few elements in this definition. The defin-
ition of direct suppression, by referring to action taken by interested
parties, assumes the existence of those who may be called ‘suppres-
sors.” However, this need not be a conscious process on their part.
The expression ‘in conflict with norms of research practice’ can help
to distinguish suppression from actions that are widely accepted
as ethical. For example, in evaluating research grant applications,
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giving a low score may have the effect of preventing the creation of
research data. If the evaluation is carried out on grounds of merit—a
norm of research practice—then it should not be called suppression.
On the other hand, if the evaluation is carried out in violation of
conventional norms, or the decision about funding conflicts with
peer assessments, as in the Mancuso case described in section 2.3,
then suppression may be involved. The expression ‘norms of
research practice’ is deliberately vague. Within a military research
facility, for example, censorship of research is the norm and no sup-
pression occurs unless the censorship is above and beyond what
is standard in the facility. However, from the point of view of
researchers in what might be called the open component of the
research system, military censorship is a form of suppression. This is
somewhat like the way Abraham (1993, 1994, 1995) defines bias in
research, namely in relation to commonly accepted knowledge and
standards of logic.

Another portion of the definition refers to ‘action...taken by a
person or group with an interest in the outcome.” The concept of
‘interest” here refers to a financial, bureaucratic, career, or ideologi-
cal stake, and is to be distinguished from altruism or adherence
to universalistic norms. What must be involved for suppression
to occur is self-interest at some level. For example, a medical
researcher might decline to reveal patient details on the grounds of
privacy; if this is of no particular benefit to the researcher, then
direct suppression cannot be said to occur. However, if the medical
researcher keeps certain patient details confidential that could be
released according to ethics codes and which help the researcher
keep ahead of rivals or hide questionable activities, then suppres-
sion might be said to be involved. In some cases, suppression may
occur even though actions can be justified on other grounds; in
such cases, the actions can be said to be overdetermined.

The definition of ‘indirect suppression of research data’ is
much broader, invoking a social structural dimension to the
process. Whether the concept of indirect suppression is useful
remains to be determined. As noted above, this is an initial
attempt to define suppression of research data, and the definition
no doubt has inadequacies for some purposes.

Defining suppression is one issue; deciding whether it has
occurred is another. It is a major topic in itself, which can only be
mentioned here. There are a few convenient indicators that suggest
that suppression may be occurring.



364 B. Martin

e Double standard: research data threatening to an interest group
is dealt with differently than unthreatening data. For example,
if a paper produced in a government agency is censored to
remove information showing environmental impacts caused by
the agency’s policies, but information about other environmen-
tal impacts is allowed to be published, there is a double stan-
dard involved.

o Timing: attacks are made shortly after a threatening use of
research data. For example, if scientists are reprimanded just
after speaking to the media about recent findings that are embar-
rassing to their employer, this suggests suppression even though
the official reason for the reprimands is related to performance.

o Pattern: there is evidence of a number of cases of suppression in
a particular field or organization, with a plausible reason for it to
occur. For example, when there is evidence that an industry has
previously kept secret data about hazards from its products,
then it is plausible to treat new claims of suppression seriously.
Patterns of suppression have been documented in several areas,
including attacks on parapsychologists (Hess, 1992), attacks
on proponents of nonstandard cancer therapies (Hess, 1999;
Moss, 1996), and attacks on scientist opponents of nuclear power
(Freeman, 1981; Martin, 1986), pesticides (Martin, 1996b; van den
Bosch, 1978), and fluoridation (Martin, 1991; Waldbott, 1965).

Ultimately, there is no way to definitively prove suppression.
Almost never does anyone admit to suppressing research data;
when data is kept secret or its dissemination blocked, this is either
not admitted or is justified on grounds that are widely considered
legitimate. However, although showing the existence of suppres-
sion is usually difficult, it is still worthwhile investigating cases and
providing evidence that suggests, to a greater or lesser degree, that
suppression is involved.

The different ways in which research data can be suppressed,
indicated by the categories of creation, control, dissemination,
and distortion, suggest an analogy in communication theory. The
classical mathematical theory of communication is encapsulated in
Figure 1 (Shannon and Weaver, 1949).

In the case of research data, the information source may be taken
to be the researcher and the destination may be another researcher
or someone else interested in the results. There are various trans-
mitters and receivers along the way, such as the researcher’s eyes
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information .
source transmitter receiver destination

q received
message signal signal message

noise source
Figure 1 The Signal Transmission Theory of Communication.

and fingers, computers, and scholarly journals. Thinking more
broadly, the researcher’s organization might be said to be a trans-
mitter too. Finally, the noise source can include everything from
problems in computer file conversion to organizational arrange-
ments that distort communication. :

The limitations of this model of communication, which can be
called signal transmission theory, are well known. They include dif-
ficulty in dealing with interactive communication, difficulty in deal-
ing with the meaning of messages (rather than just the quantity of
information), and difficulty in incorporating the social context (such
as organizational culture). Nevertheless, for all its limitations, signal
transmission theory can be used to bring out insights. Leiss (1994)
shows how the theory has been adapted to study communication of
information about health and environmental risks, by speaking of
problems of communication associated with the source, channel,
message, and so forth. With a little adaptation, the same process
can be applied to communication of research data: see Figure 2.

Methods of suppressing research data can be mapped onto this
model.

e Preventing creation of research data is a source problem.

e Controlling research data is a transmitter problem.

o Blocking dissemination of research data is a channel problem.
o Distorting research data is a message problem.

With this picture, suppression is a problem in communication and
different types of suppression operate at different stages in the
process of communication.

This model has the advantage of highlighting some assump-
tions underlying the usual conception of research data. Note that
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source transmitter receiver

problems problems problems - destination
message - » message
problems problems

channel! problems

Figure 2 Problems in Communication, in the Framework of Signal Transmission
Theory.

in signal transmission theory, the information being communi-
cated is treated as unproblematic. The whole issue of systems of
meaning embedded in signs and social relations, which is the
subject of study in the field of semiotics, is entirely missing. This
is congruent with the usual positivist assumption in science that
data is an unproblematical reflection of the reality of nature.
Scientists collect data and report it for others to consume.

The limitations of the positivist conception of data have been
expounded from a number of different perspectives, including the
sociology of scientific knowledge which explores the social processes
involved in constructing both theories and facts (Barnes, 1974;
Bloor, 1976; Mulkay, 1979). This approach rejects the earlier sociol-
ogy of science based on norms of scientific practice (Merton, 1973).
While accepting that the sociology of scientific knowledge is useful
for gaining insights into certain aspects of science, for gaining
insights into suppression it can still be useful to revisit earlier types
of models of science, such as represented in Figure 2, while keeping
their limitations in mind.

Methods of challenging suppression of research data can also be
mapped onto the model in Figure 2.

e Individual efforts to obtain data are attempts to convince the
source or transmitter to change its behavior.

¢ Leaks and exposés involve setting up an alternative transmit-
ter and channel.

e Refusal to suppress data is simply allowing the transmitter
and channel to operate without obstruction.

o Exposing suppression is to go outside the model and point to
the failures of the communication system.

o Creating new data is establishing a new information source.
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e Social movements operate against problems in the source,
message, transmitter, and channel.

These points suggest that if suppression is conceived as a prob-
lem in communication of research data, then there are several
different types of responses: dealing with a specific bottleneck,
setting up alternative communication systems (sources, trans-
mitters, channels), and exposing failures of the system. These
responses are primarily aimed at improving access to informa-
tion; the problem of distortion—a message problem—is seldom
directly addressed. In principle, one redress for distortion is
availability of ‘correct’ information. However, this may be too lit-
tle and too late, as in the case of leaked documents about tobacco
company research on the hazards of cigarettes, which came
decades after the information would have had the biggest impact
and even today must still compete with tobacco company promo-
tion of its own agenda (Glantz et al., 1996).

While the communication model for understanding suppression
of research data can provide insight and help to operationalize
understanding of obstacles to the goal of openness, it gives little
guidance on the ease or difficulty in opposing suppression. To get
a handle on the forces behind various types of suppression, analy-
ses of interests, belief systems, or structures (section 3) are most
likely to be helpful.

Finally, but not least, there is the issue of the desirability of sup-
pression. Value judgments are obviously involved in this. In most
discussions, the phenomena here called suppression are either not
discussed or not questioned, with the implicit value judgment
being that there is no problem. Conceptualizing suppression and
examining the evidence are two vital steps for those who wish to
change this situation.
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